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The article proposes a methodology for modeling and dynamic optimization of electric grids with stochastic elements. This task is relevant for automatic and automated optimal control of EPS.

The initial data for optimizing is the forecast of changes in the parameters of the state for a given time. The forecast horizon is divided into separate time steps at regular intervals. Each time step represents the minimum necessary set of input data for calculating the steady state.

The task of dynamic optimization is to minimize the total objective function over the entire forecast time horizon by choosing the composition and time of control actions. In contrast to the static optimization of one steady state, in the dynamic optimization problem it is important to take into account the “cost” of control actions, which depends not only on the state vector of the system, but also on time. The cost of control action this or that equipment depends on such factors as: residual resource of the equipment; priority of using particular control action; minimum permissible time between switching by the same device. The presence in the objective function of the dependence on the time of application of the previous control actions makes the optimization process not a Markov process. Since the “cost” of impacts and the dependence of “cost” on time are different for different devices, it is not possible to eliminate such effects and return the Markov properties to the optimization process. For example, on-load tap-changer transformers can be switched rarely, but controlled shunt reactor can be operated more often. An additional complication is the need to take into account the stochastic properties of the source data. The variance of the objective function may be greater than the improvement in the value of the objective function during the optimization process.

In this paper an effective technique is proposed for solving the dynamic optimization problem and its verification on the data of a real power system (Irkutsk Electric Grid Company).
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В статье предлагается методика моделирования и динамической оптимизации электрических сетей со стохастическими элементами. Эта задача актуальна для автоматического и автоматизированного управления нормальными режимами ЭЭС.

В качестве исходных данных для оптимизации режима выступает прогноз изменения параметров режима на заданное время. Прогнозный горизонт разбит на отдельные временные срезы через равные промежутки. Каждый срез представляет собой минимально необходимый набор исходных данных для расчета установившегося режима.

Задачей динамической оптимизации является минимизация суммарной целевой функции на всем прогнозном временном горизонте за счет выбора состава и времени управляющих воздействий (УВ). В отличие от статической оптимизации одного режима в задаче динамической оптимизации важно учитывать «стоимость» управляющих воздействий, которая зависит не только от вектора состояния системы, но и от времени. Стоимость управления тем или иным оборудованием зависит от таких факторов, как: остаточный ресурс оборудования; приоритет использования УВ; минимально допустимое время между коммутациями одним и тем же устройством. Наличие в целевой функции зависимости от времени применения предыдущих управляющих воздействий делает процесс оптимизации не Марковским процессом. Так как «стоимости» воздействий и зависимости «стоимости» от времени для разных устройств различны (например, РПН трансформаторов переключать можно редко, а управлять с помощью УШР можно достаточно часто), то отстроиться от таких воздействий и вернуть процессу оптимизации Марковские свойства не получится. Дополнительную сложность вносит необходимость учета стохастичности исходных данных. Величина дисперсии целевой функции может быть больше чем улучшение величины целевой функции в процессе оптимизации.

Предлагается эффективная методика решения задачи динамической оптимизации и ее проверка на данных реальной энергосистемы (Иркутской электросетевой компании).
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